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Tasks similar to video topic segmentation:
- Shot Segmentation

- Scene Segmentation

Segments in these tasks are mostly defined by the 
change of visual features.

Uninterrupted, by the same camera.

A concept almost exclusively in the movie category.

Challenges for current (shot/scene) approaches:

- [Challenge 1] Livestream videos can have subtle visual 
changes.

- [Challenge 2] A lot of videos are extensively long and 
from diverse domains.

ü We can expand supervised segmentation 
model for monologue to video topic 
segmentation.

ü Appropriate multi-modal modeling (i.e., feature 
fusing by cross-modal attention) can improve 
performance.

ü Unsupervised domain adaptation (dual-
contrastive learning) can help robustness on 
lengthy videos from low-resourced domains.


